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The Problem of ARCH Models

The problem of ARCH models

The principle of parsimony

Merriam-Webster:
1 the quality of being careful with money or resources
2 the quality or state of being stingy

Econometric modeling
Use a concise model specification
Object to overparameterization

The problem of ARCH model

Estimate so many parameters to fully capture higher-order autoregressive
relationship in a2

t .
Think of how many parameters in an ARCH(m) model?
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What is the GARCH Model?

The GARCH model
Generalized ARCH model

Bollerslev (1986) proposes an extension of ARCH, known as the Generalized
ARCH (GARCH) model.
A high-order ARCH model may have a more parsimonious GARCH
representation.

The mean equation

rt = µt + at

where
µt is modeled with an appropriate regression model or some ARMA
specification.
at is the innovation at time t.

The volatility equation

σ2
t = Var(α2

t |Ft−1)
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What is the GARCH Model?

The GARCH(m, s) model

at = σtεt , σ
2
t = α0 +

m∑
i=1

αia
2
t−i +

s∑
j=1

βjσ
2
t−j (1)

where

εt ∼ i .i .d .(0, 1) is a white noise process
α0 > 0, αi ≥ 0 (at least one αi > 0), βj ≥ 0∑max(m,s)

i=1 (αi + βi ) < 1, in which αi = 0 for i > m and βi = 0 for j > s.
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What is the GARCH Model?

ARCH and GARCH model

When βj = 0 for all j = 1, . . . , s

GARCH(m, s)⇒ ARCH(m)

GARCH v.s. ARCH and AR v.s. ARMA

An ARCH model can be considered as an AR process of a2
t .

A GARCH model can be considered as an ARMA process of a2
t .

That is why we can write a higher-order ARCH(m) process with a
parsimonious GARCH(1, 1) process.

What is the AR representation of ARMA?
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What is the GARCH Model?

ARMA representation of GARCH

Let ηt = α2
t − σ2

t .
E (ηt) = 0, Cov(ηt , ηt−i ) = 0 for i ≥ 1, but usually ηt is not i.i.d.
A GARCH(m, s) model can be written as

a2
t = α0 +

max(m,s)∑
i=1

(αi + βi )a
2
t−i + ηt −

s∑
j=1

βjηt−j

which can be regarded as an ARMA form for the squared series a2
t .

For stationarity of a2
t , we must require that the characteristic roots of the

above ARMA representation lie within the unit circle.
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Properties of GARCH(1, 1)

The Properties of GARCH(1, 1)

Consider a GARCH(1, 1)

σ2
t = α0 + α1a

2
t−1 + β1σ

2
t−1

where
α0 > 0, 0 < α1 ≤ 1, 0 ≤ β1 ≤ 1, and α1 + β1 < 1

The mean of at
The unconditional mean: E (at) = E (σtεt) = E (σt)E (εt) = 0
The conditional mean: Et−1(at) = σtEt−1(εt) = σtE (εt) = 0
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Properties of GARCH(1, 1)

The variance of εt

The conditional variance

Et−1(a
2
t ) = σ2

t = α0 + α1α
2
t−1 + β1σ

2
t−1

The unconditional variance

α2
t = ε2t (α0 + α1α

2
t−1 + β1σ

2
t−1)

⇒E (a2
t ) = E (ε2t )

[
α0 + α1E (a

2
t−1) + β1E (σ

2
t−1)

]
⇒E (a2

t ) = α0 + (α1 + β1)E (a
2
t−1)

Let E (a2
t ) = E (a2

t−1). We have

E (a2
t ) =

α0

1− α1 − β1

For the variance must be positive, we require α1 + β1 < 1.
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Properties of GARCH(1, 1)

The variance of εt (cont’d)

From the ARMA representation of a GARCH(m, s) model

a2
t = α0 +

max(m,s)∑
i=1

(αi + βi )a
2
t−i + ηt −

s∑
j=1

βjηt−j

we can also derive the unconditional variance of a stationary a2
t series is

E (a2
t ) =

α0

1−
∑max(m,s)

i=1 (αi + βi )

in which we must require
∑max(m,s)

i=1 (αi + βi ) < 1.
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Properties of GARCH(1, 1)

The autocorrelation and kurtosis

The autocorrelation function

E (atat−i ) = E (σtεtσt−iεt−i ) = 0

The kurtosis

Assume that εt ∼ N(0, 1). Given that 1− (α1 + β1)
2 − 2α2

1 > 0, the kurtosis of at
is

3[1− (α1 + β1)
2]

1− (α1 + β1)2 − 2α2
1
> 3

That is, the tail distribution of a GARCH(1, 1) process is heavier than that of a
normal distribution.
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Properties of GARCH(1, 1)

Volatility persistence

The roles of α1 and β1 in volatility persistence are different

The larger is α1, the larger is the response of σ2
t to new information.

A shock of εt → at → σ2
t+1

The larger is β1, the more persistence is the conditional variance.

A shock of εt → at → σ2
t+1 → σ2

t+2
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Properties of GARCH(1, 1)

Volatility persistence

Consider two GARCH(1, 1) models

σ2
t = 1+ 0.6a2

t−1 + 0.2σ2
t−1

σ2
t = 1+ 0.2a2

t−1 + 0.6σ2
t−1
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Estimation and forecasting

Maximum likelihood estimation

The conditional log-likelihood function is similar to that of ARCH model

`(α,β|a1, . . . , aT ) =
T∑
t=1

[
−1
2
ln(2π)− 1

2
ln(σ2

t )−
1
2
a2
t

σ2
t

]
(2)

The difference is that now σ2
t is a GARCH model

σ2
t = α0 +

m∑
i=1

αia
2
t−i +

s∑
j=1

βjσ
2
t−j
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Estimation and forecasting

Check model adequacy

Compute the standardized residuals

ãt =
ât
σ̂t

Check the mean equation

Use the Ljung-Box statistic for {ãt}.

Check the volatility equation

Use the Ljung-Box statistic for {ãt}.
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Estimation and forecasting

Model diagnosis

Goodness of fit

SSR. Since εt = a2
t /σ

2
t , we can compute SSR as

SSR =
T∑
t=1

â2
t

σ̂2
t

The log-likelihood function.

2` =
T∑
t=1

[
ln(σ̂2

t ) +
â2
t

σ̂2
t

]
− T ln(2π)

Information criteria
AIC = −2`+ 2n
BIC = −2`+ n ln(T )
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Estimation and forecasting

Forecasting

1-step-ahead forecast

σ2
h(1) = α0 + α1a

2
h + β1σ

2
h

2-step-ahead forecast

σ2
h+2 = α0 + α1a

2
h+1 + β1σ

2
h+1

= α0 + (α1 + β1)σ
2
h+1 + α1σ

2
h+1(ε

2
h+1 − 1)

(3)

Given that E (ε2h+1 − 1|Fh) = 0, the 2-step-ahead forecast is

σ2
h(2) = α0 + (α1 + β1)σ

2
h(1)
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Estimation and forecasting

Forecasting (cont’d)

The `-step-ahead forecast

σ2
h(`) = α0 + (α1 + β1)σ

2
h(`− 1), for ` > 1

As `→∞

σ2(`) =
α0
[
1− (α1 + β1)

`−1
]

1− α1 − β1
+ (α1 + β1)

`−1σ2
h(1)

Therefore,
σ2(`)→ α0

1− α1 − β1
, as `→∞

provided that α1 + β1 < 1.
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